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Summary — our toolbox

From smaller to large time / length scale 

Structure & energetics: quantum chemistry calculations 

Vibrations & deformations: harmonic / elastic approximations 

Local dynamics: ab initio molecular dynamics (CPMD) 

Long-time dynamics, diffusion : parameterized molecular dynamics 

Thermodynamics, open systems : Monte Carlo methods 

Multi-scale modeling: Lattice Boltzmann models 
with physical/chemical insight

Multiple theoretical tools = multiples points of view for a given phenomenon



Metal–Organic Frameworks

Flexibility of coordination chemistry: 
pore geometry and topology 

Versatility of organic chemistry: 
pore size and internal surface

CENTRE MÉTALLIQUE 

 LIGANDS ORGANIQUES 

metal center

organic linker

Cristalline, organic–inorganic hybrid nanoporous materials

Applications: gas adsorption, catalysis, 
sensing, delivery, …

High structural flexibility of their 
frameworks

Important limitation for applications: 
hydrothermal & mechanical stability



Metal–Organic Frameworks
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Soft Porous Crystals

“Soft porous crystals are defined as porous solids that possess both a 
highly ordered network and structural transformability. They are 

bistable or multistable crystalline materials with long-range structural 
ordering, a reversible transformability between states, and 

permanent porosity”
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It is generally well recognized that host compounds exist both in 
liquid and in solid phases. Zeolites and aluminophosphates are 
representatives of porous crystalline materials used for molecu-

lar sieving, heterogeneous catalysis and storage. Their rigid regu-
lar porous structures have significant roles in sorting the size and 
shape of guest species. In contrast, one of the typical host com-
pounds working in liquid media is an enzyme in which protein 
molecules provide a porous environment for specific interactions 
with substrates. The structural reformation of their channels and 
cavities enhances selective recognition and capture of substrates. 
In other words, structural flexibility is key for a unique and 
efficient function.

The flexible structure could be compared to a human hand 
because it can recognize forms and shapes and has a multifunc-
tional character. Both rigid porous crystalline solids and enzymes 
in liquid phase have intrinsic advantages: crystallinity allows an 
efficient collection of guests because of the large number of the 
same porous units, whereas flexibility produces a highly selective 
capture of guests. When one designs a new class of functional host 
materials based on state-of-the-art host–guest systems, could one 
extrapolate from a solid material possessing integrated attributes of 
both crystallinity and flexibility (or dynamism)? Such bimodality of 
a host framework would provide not only rigid zeolitic properties, 
but also enzyme-like specificity, producing intelligent host materi-
als that are responsive to guests under the appropriate conditions. 
In particular, in the crystalline phase, softness hardly exists because 
the solid is a form in which components are closely and regularly 
packed, making the overall structure rigid and condensed, there-
fore the atomic and molecular freedom of motion that is required 
for softness are prohibited.

To integrate these features in a single-entity host material, we 
have focused on porous coordination polymers (PCPs) — or metal–
organic frameworks (MOFs) — which consist of metal ions and 
organic linkers1–16. Although other molecular crystals of organic 
compounds17,18, discrete metal complexes19, lamellar zirconium 
phosphates20,21, and a few zeolites22 might also be suitable, porous 
coordination polymers are among the most appropriate materials 
for combining regularity and softness (Fig. 1a). They can provide 
high crystallinity and diverse structural topologies with porous 
architectures. Moreover, the attractive forces used to assemble com-
ponents are also versatile, ranging from van der Waals interactions 

Soft porous crystals
Satoshi Horike1,2, Satoru Shimomura1 and Susumu Kitagawa*1–3

The field of host–guest complexation is intensely attractive from diverse perspectives, including materials science, chemistry 
and biology. The uptake and encapsulation of guest species by host frameworks are being investigated for a wide variety of pur-
poses, including separation and storage using zeolites, and recognition and sensing by enzymes in solution. Here we focus on the 
concept of the cooperative integration of ‘softness’ and ‘regularity’. Recent developments on porous coordination polymers (or 
metal–organic frameworks) have provided the inherent properties that combine these features. Such soft porous crystals exhibit 
dynamic frameworks that are able to respond to external stimuli such as light, electric fields or the presence of particular species, 
but they are also crystalline and can change their channels reversibly while retaining high regularity. We discuss the relationship 
between the structures and properties of these materials in view of their practical applications.

to coordination bonds. Control of these interactions could pro-
vide soft materials that have a porous scaffold23,24. Herein, to clarify 
the nature and the potential of porous coordination polymers, we 
describe them as a new category of materials, ‘soft porous crystals’. 
We define the necessary conditions for the formation of soft porous 
crystals, introduce their structural features and properties, and dis-
cuss their potential applications and prospects in materials science.

What is a soft porous crystal?
In 1998, porous coordination polymers were classified into three 
categories — first, second and third generations (Fig. 1b) — pre-
dicting the presence and importance of soft porous crystals2. The 
first-generation materials have frameworks whose porosity col-
lapses irreversibly after the removal of the guests — that is, there is 
no permanent porosity. The second generation has stable and robust 
frameworks, which maintain the original porous structures before 
and after guest sorption. The second-generation compounds can be 
used as an adsorbent and are regarded as analogous to zeolites. For 
the third-generation compounds, we emphasize flexible or dynamic 
porous frameworks, which reversibly respond to external stimuli, 
not only chemical but also physical. Thanks to the recent discoveries 
of new crystal structures of porous coordination polymers, we are 
able to perform on-demand synthesis of functional pores by tun-
ing size, shape and chemical properties, and in the past couple of 
years, the third-generation compounds — soft porous crystals — 
have emerged.

Soft porous crystals are defined as porous solids that possess 
both a highly ordered network and structural transformability. 
They are bistable or multistable crystalline materials with long-
range structural ordering, a reversible transformability between 
states, and permanent porosity. The term permanent porosity 
means that at least one crystal phase possesses space that can be 
occupied by guest molecules, so that the framework exhibits repro-
ducible guest adsorption.

In soft porous crystals, two types of transformation are possible. 
In most cases transformations occur while retaining the crystal-
line state (crystal-to-crystal), but sometimes perfect crystallinity is 
lost during the transformation (from crystal to another form with 
imperfect crystallinity). Imperfect crystallinity does not mean that 
the form is amorphous, but that the long-range order of the frame-
work is lost, without the polymer network collapsing.
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Sciences (iCeMS), Kyoto University, Yoshida, Sakyo-ku, Kyoto 606-8501, Japan. *e-mail: kitagawa@sbchem.kyoto-u.ac.jp



intraframework 
dynamics negative thermal expansion

swelling

gate
opening

T ➚    V ➘ 
ZIF-8

IRMOF-1

MIL-88

solvent

+guest: V ➚

Cu(4,4′-bipy)(dhbc)2

MIL-53

breathing

Coudert et al, ChemPhysChem 2011

Soft Porous Crystals



Thermodynamics
The osmotic ensemble: (Nmat, µads, P, T)

insertion

deletion

change 
in unit cell

Ωos = U – TS – µadsNads + PV

Direct Monte Carlo simulation:

Correctly describes adsorption in flexible materials 
Basis for Monte Carlo simulations 
‣ Flexible forcefield for the material 
‣ Convergence is difficult… ∆N & ∆V changes are coupled!

Both V and Nads can vary

usual MC moves for adsorbate and material  
(translation, rotation, ...)

Bousquet, Coudert et al,  J. Chem. Phys. 2012

Coudert et al, JACS 2009  
Coudert et al, JACS 2010



narrow-pore (np) formlarge-pore (lp) form
stable empty at low Tstable empty at high T

Breathing of MIL-53
M(OH)(O2C–C6H4–CO2),  M = Al, Cr, …  
Group of prof. Férey, Versailles

Breathing phenomenon:  
lp → np → lp transitions 
upon (some) gas adsorption 
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Investigation of structure and dynamics of the
hydrated metal–organic framework MIL-53(Cr) using
first-principles molecular dynamics

Volker Haigis,*a François-Xavier Coudert,b Rodolphe Vuilleumiera and Anne Boutina

The hydration behavior of metal–organic frameworks (MOFs) is of interest both from a practical and
from a fundamental point of view: it is linked, on the one hand, to the hydrothermal stability (or
instability) of the nanoporous material, which might limit its use in technological applications. On the
other hand, it sheds light on the behavior of water in a strongly confined environment. Here, we use
first-principles molecular dynamics (MD) to investigate two hydrated phases of the flexible MOF MIL-
53(Cr), which adopts a narrow- or a large-pore form, depending on the water loading. Structure and
dynamics of the two phases are thoroughly analyzed and compared, with a focus on the hydroxyl
group of MIL-53(Cr) and the water molecules in the nanopores. Furthermore, the behavior of the
confined water is compared to that of bulk water. Whereas in the narrow-pore form, water is adsorbed
at specific crystalline sites, it shows a more disordered, bulk-like structure in the large-pore form.
However, reorientation dynamics of water molecules in the latter is considerably slowed down with
respect to bulk water, which highlights the confinement effect of the nanoporous framework.

1 Introduction

Metal–organic frameworks (MOFs) are a topical class of nano-
porous materials displaying a wide range of crystal structures
and host–guest properties, due to a combination of tunable
porosity, by the choice of metal centres and linker length, and
functionalisation of the internal surface of the material. They
have gained a lot of attention in the last decade and have been
proposed for use in applications such as adsorptive storage, gas
separation, catalysis and sensing. However, even though a
rapidly increasing number of structures have been synthesized,
there are far less detailed characterizations of water adsorption
in MOFs in the literature1–9 than adsorption studies on other
gases of strategic interest, such as carbon dioxide, methane and
hydrogen. Nonetheless, the behavior of MOFs in the presence of
water vapor, their stability under humidity and the impact of
water adsorption on their other physical and chemical properties
(adsorptive separation performance, catalysis, etc.) are of primary
importance if one envisions applications at the industrial level.

Our interest in the present work is to characterize the structure,
vibrational and orientational dynamics of water confined in
the archetypical material MIL-53(Cr). This material is formed of

unidimensional chains of corner-sharing CrO4(m2-OH)2 octahedra,
linked by 1,4-benzenedicarboxylate (BDC) ligands to form linear
diamond-shaped channels large enough to accommodate small
guest molecules10 (Fig. 1). This structure may oscillate between
two phases: a large-pore (lp) structure and a narrow-pore (np) one.
This phenomenon, which has been termed ‘‘breathing’’, can be
induced by adsorption or desorption of guest molecules including
water,11,12 variations in temperature13 or mechanical stress.14

Fig. 1 Left: structure of the hydrated narrow-pore phase, averaged over the
trajectory. For clarity, the H atoms of the water molecules are not shown. Right:
structure of the hydrated large-pore phase, averaged over the trajectory. For
clarity, the water molecules are not shown. Color code: Cr–brown, O–red, C–blue,
H–white.
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Describing the structure  
of each phase + adsorbate 

Structural & dynamic 
properties



NPT dynamics: failure 

But… a well-documented 
failure, for others to see
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Challenges in first-principles NPT molecular dynamics of soft porous
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Soft porous crystals present a challenge to molecular dynamics simulations with flexible size and
shape of the simulation cell (i.e., in the NPT ensemble), since their framework responds very sensi-
tively to small external stimuli. Hence, all interactions have to be described very accurately in order
to obtain correct equilibrium structures. Here, we report a methodological study on the nanoporous
metal-organic framework MIL-53(Ga), which undergoes a large-amplitude transition between a
narrow- and a large-pore phase upon a change in temperature. Since this system has not been in-
vestigated by density functional theory (DFT)-based NPT simulations so far, we carefully check the
convergence of the stress tensor with respect to computational parameters. Furthermore, we demon-
strate the importance of dispersion interactions and test two different ways of incorporating them into
the DFT framework. As a result, we propose two computational schemes which describe accurately
the narrow- and the large-pore phase of the material, respectively. These schemes can be used in
future work on the delicate interplay between adsorption in the nanopores and structural flexibility
of the host material. © 2014 AIP Publishing LLC. [http://dx.doi.org/10.1063/1.4891578]

I. INTRODUCTION

Soft Porous Crystals (SPCs) are a fascinating subclass
of metal–organic frameworks which behave in a remark-
able stimuli-responsive fashion.1, 2 Like all Metal–Organic
Frameworks (MOFs), they are crystalline microporous mate-
rials whose three-dimensional framework is constructed from
metal centers linked together by organic ligands, and thus
present a large structural diversity and chemical versatility,
enabling the design of new materials with tunable host–guest
properties. Moreover, SPCs display reversible single-crystal-
to-single-crystal structural transformations of large ampli-
tude under a number of external physical constraints such
as guest adsorption, temperature, or mechanical pressure.3, 4

The number of such materials reported in the literature is
rapidly growing, and they have potential applications in
nanobiotechnology,5 sensing for detecting traces of organic
molecules,2 slow release of drugs for long-release single-
injection therapies,6 and specific gas separations.7, 8

In the last decade, a large range of theoretical chem-
istry techniques have been used with success to understand
(and sometimes predict) the behavior of MOFs in general,
and SPCs in particular, as well as their response to adsorp-
tion of guest molecules, changes in temperature, or mechan-
ical stress. The methods used in the literature to address
these questions can be grouped in four different classes. The
first one is the use of macroscopic thermodynamic models,
using input from both experimental data and other theoret-
ical calculations (for a recent review of these efforts, see

a)Electronic mail: volker.haigis@ens.fr

Coudert et al.4). The second class of methods is that of
“static” quantum chemistry calculations, giving insight at the
microscopic scale on host properties and host–guest inter-
actions. Quantum-chemical energy calculations and energy
minimizations have been heavily used to help determination
of experimental structures,9 to shed light onto the energetics
of host–guest interactions (e.g., adsorption enthalpies),10, 11

as well as those of structural changes12, 13 and elastic14, 15

properties of the host phase itself. However, while they can
yield quantitative ab initio predictions of energies, such “zero
Kelvin” methods fail to describe the finite-temperature dy-
namics and entropic effects that can play a crucial role in
structural transitions in Soft Porous Crystals.12, 16

A third class of methods used in the existing literature on
adsorption-induced deformation of SPCs is that of forcefield-
based molecular simulations methods, and in particular
the classical Molecular Dynamics (MD) and Monte Carlo
(MC) techniques. These simulations fully explore the phase
space of the system under study (or aim at fully exploring
it), thus providing full statistical mechanical information
including entropic effects. MD simulations also enable one
to access dynamical properties of both the host material
(linker orientation dynamics, structural transitions, etc.) and
the adsorbed phase (orientational dynamics, diffusion, and
transport properties). Moreover, MD and MC simulations
can be performed in a variety of thermodynamic ensembles,
mimicking different experimental conditions: (N,V, T )
for constant volume systems, (N, σ , T) (where σ is the
stress tensor) for isobaric or iso-stress conditions in the
absence of guest (or at fixed loading),17 and the osmotic
ensemble (Nhost, µads, σ, T ) for adsorption-induced struc-

0021-9606/2014/141(6)/064703/8/$30.00 © 2014 AIP Publishing LLC141, 064703-1
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with the only aim of creating an out-of-equilibrium struc-
ture with non-zero atomic forces. For this configuration, we
calculated reference forces and stress tensor components, us-
ing very tight computational settings: quadruple-zeta valence
triply polarized (QZV3P) Gaussian basis sets36 for C, H, and
O, and the double-zeta valence plus polarization (DZVP) ba-
sis set,37 optimized for molecules (MOLOPT), for Ga. A
plane-wave cutoff Ecut for the density of 2500 Ry was used,
as well as a relative cutoff Erel

cut of 100 Ry,38 and a con-
vergence criterion for the self-consistent field iterations of
10−7. The Brillouin zone was sampled at the ! point only.
The interactions between ionic cores and valence electrons
were represented by GTH pseudopotentials,39–41 and the ex-
change and correlation energies were approximated by the
PBE functional.42

The convergence of the atomic forces with respect to the
size of the Gaussian basis sets was tested by performing static
energy/force calculations with the same settings as in the ref-
erence calculation, except for the basis sets of C, O, and H,
which were chosen as DZVP, TZVP, or TZV2P, thus increas-
ingly extending their size. For Ga, the DZVP-MOLOPT ba-
sis set was used throughout. The calculated atomic forces are
plotted against the reference in Fig. 1 (for the sake of clarity,
we only show the x components). It can be seen that the DZVP
and TZVP basis sets are not able to reproduce the reference
results, and only the TZV2P basis sets yield good agreement.
The average relative errors for the forces and for the pressure
are shown in Fig. 2, and only with the TZV2P basis sets, the
error could be reduced to an acceptable level of 1.1% for the
forces and to 2.8% for the pressure. Note that the pressure is
more difficult to converge than the atomic forces and requires
the use of a large Gaussian basis in NPT simulations: even
with the TZVP basis sets, it differs from the converged result
by more than 40%.

Using the TZV2P basis sets (DZVP-MOLOPT for Ga),
we then checked, in a second step, the convergence of
forces and pressure as a function of the plane-wave cutoff.
Again, static energy/force calculations were performed with
the PBE exchange-correlation functional and for the out-
of-equilibrium large-pore configuration described above. A
TZV2P calculation with Ecut = 2500 Ry and Erel

cut = 100 Ry

-0.05

0

0.05

-0.05

0

0.05

x 
co

m
po

ne
nt

 o
f 

fo
rc

es
 (

H
a/

bo
hr

)

-0.05 0 0.05
x component of forces, QZV3P basis set (Ha/bohr)

-0.05

0

0.05

DZVP basis set

TZVP basis set

TZV2P basis set

FIG. 1. Convergence of forces with basis set size, using a very large cutoff
(Ecut = 2500 Ry, Erel

cut = 100 Ry).

0.01

0.1

1
av

er
ag

e 
re

la
tiv

e 
er

ro
r

forces

pressure

DZVP TZVP TZV2P

FIG. 2. Relative average error of forces and pressure as a function of basis
set size, using a very large cutoff (Ecut = 2500 Ry, Erel

cut = 100 Ry).

served as the reference. In Table I, we show the mean rela-
tive error of forces by element using two smaller cutoffs, both
with Erel

cut = 40 Ry. With Ecut = 280 Ry, the default value of
the software which is routinely used for production runs, rea-
sonably converged forces are obtained for C, H, and O, but the
forces acting on Ga are off by almost an order of magnitude.
For the pressure, a relative error of 30% is obtained. Only by
increasing the cutoff to 600 Ry, acceptable agreement with
the reference calculation could be achieved, with a global rel-
ative error of 1% and 0.7% for the forces and the pressure, re-
spectively. In summary, TZV2P basis sets (DZVP-MOLOPT
for Ga), combined with a plane-wave cutoff of 600 Ry, were
found necessary to obtain converged forces and pressures in
MIL-53(Ga). These settings were used in the remainder of the
present article. Furthermore, we also checked how the restric-
tion to the ! point affects the stress tensor. Upon doubling the
simulation cell and thus improving the sampling of the Bril-
louin zone, its diagonal elements for the out-of-equilibrium
configuration change by less than 10%, and its off-diagonal
elements by less than 5%. The use of a single unit cell there-
fore represents a reasonable trade-off between accuracy and
computational efficiency.

In the QUICKSTEP module of CP2K, the computation
of Coulomb and exchange-correlation energies is based on
a real-space grid, and the density of grid points determines
the auxiliary plane-wave cutoff for the representation of the
electronic density. In simulations with variable cell size, one
has two options: Either one keeps the number of grid points
in the cell constant, which makes the plane-wave cutoff ef-
fectively cell size-dependent and biases total energies (and
hence NPT sampling statistics) for different cell volumes. Or
the density of grid points (i.e., the plane-wave cutoff) is kept
constant, which can lead to spurious jumps in computed quan-
tities when grid points leave or enter the simulation cell. In a
pilot study on pure water, McGrath et al.43 found that these

TABLE I. Convergence of forces (mean relative error) by element with re-
spect to the plane-wave cutoff. As reference, a cutoff of 2500 Ry was used.

280 Ry 600 Ry

Ga 607% 10.7%
O 12.7% 4.2%
C 0.64% 0.02%
H 0.11% 0.00%
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with the only aim of creating an out-of-equilibrium struc-
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more difficult to converge than the atomic forces and requires
the use of a large Gaussian basis in NPT simulations: even
with the TZVP basis sets, it differs from the converged result
by more than 40%.

Using the TZV2P basis sets (DZVP-MOLOPT for Ga),
we then checked, in a second step, the convergence of
forces and pressure as a function of the plane-wave cutoff.
Again, static energy/force calculations were performed with
the PBE exchange-correlation functional and for the out-
of-equilibrium large-pore configuration described above. A
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served as the reference. In Table I, we show the mean rela-
tive error of forces by element using two smaller cutoffs, both
with Erel

cut = 40 Ry. With Ecut = 280 Ry, the default value of
the software which is routinely used for production runs, rea-
sonably converged forces are obtained for C, H, and O, but the
forces acting on Ga are off by almost an order of magnitude.
For the pressure, a relative error of 30% is obtained. Only by
increasing the cutoff to 600 Ry, acceptable agreement with
the reference calculation could be achieved, with a global rel-
ative error of 1% and 0.7% for the forces and the pressure, re-
spectively. In summary, TZV2P basis sets (DZVP-MOLOPT
for Ga), combined with a plane-wave cutoff of 600 Ry, were
found necessary to obtain converged forces and pressures in
MIL-53(Ga). These settings were used in the remainder of the
present article. Furthermore, we also checked how the restric-
tion to the ! point affects the stress tensor. Upon doubling the
simulation cell and thus improving the sampling of the Bril-
louin zone, its diagonal elements for the out-of-equilibrium
configuration change by less than 10%, and its off-diagonal
elements by less than 5%. The use of a single unit cell there-
fore represents a reasonable trade-off between accuracy and
computational efficiency.

In the QUICKSTEP module of CP2K, the computation
of Coulomb and exchange-correlation energies is based on
a real-space grid, and the density of grid points determines
the auxiliary plane-wave cutoff for the representation of the
electronic density. In simulations with variable cell size, one
has two options: Either one keeps the number of grid points
in the cell constant, which makes the plane-wave cutoff ef-
fectively cell size-dependent and biases total energies (and
hence NPT sampling statistics) for different cell volumes. Or
the density of grid points (i.e., the plane-wave cutoff) is kept
constant, which can lead to spurious jumps in computed quan-
tities when grid points leave or enter the simulation cell. In a
pilot study on pure water, McGrath et al.43 found that these

TABLE I. Convergence of forces (mean relative error) by element with re-
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with the only aim of creating an out-of-equilibrium struc-
ture with non-zero atomic forces. For this configuration, we
calculated reference forces and stress tensor components, us-
ing very tight computational settings: quadruple-zeta valence
triply polarized (QZV3P) Gaussian basis sets36 for C, H, and
O, and the double-zeta valence plus polarization (DZVP) ba-
sis set,37 optimized for molecules (MOLOPT), for Ga. A
plane-wave cutoff Ecut for the density of 2500 Ry was used,
as well as a relative cutoff Erel

cut of 100 Ry,38 and a con-
vergence criterion for the self-consistent field iterations of
10−7. The Brillouin zone was sampled at the ! point only.
The interactions between ionic cores and valence electrons
were represented by GTH pseudopotentials,39–41 and the ex-
change and correlation energies were approximated by the
PBE functional.42

The convergence of the atomic forces with respect to the
size of the Gaussian basis sets was tested by performing static
energy/force calculations with the same settings as in the ref-
erence calculation, except for the basis sets of C, O, and H,
which were chosen as DZVP, TZVP, or TZV2P, thus increas-
ingly extending their size. For Ga, the DZVP-MOLOPT ba-
sis set was used throughout. The calculated atomic forces are
plotted against the reference in Fig. 1 (for the sake of clarity,
we only show the x components). It can be seen that the DZVP
and TZVP basis sets are not able to reproduce the reference
results, and only the TZV2P basis sets yield good agreement.
The average relative errors for the forces and for the pressure
are shown in Fig. 2, and only with the TZV2P basis sets, the
error could be reduced to an acceptable level of 1.1% for the
forces and to 2.8% for the pressure. Note that the pressure is
more difficult to converge than the atomic forces and requires
the use of a large Gaussian basis in NPT simulations: even
with the TZVP basis sets, it differs from the converged result
by more than 40%.

Using the TZV2P basis sets (DZVP-MOLOPT for Ga),
we then checked, in a second step, the convergence of
forces and pressure as a function of the plane-wave cutoff.
Again, static energy/force calculations were performed with
the PBE exchange-correlation functional and for the out-
of-equilibrium large-pore configuration described above. A
TZV2P calculation with Ecut = 2500 Ry and Erel

cut = 100 Ry
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FIG. 2. Relative average error of forces and pressure as a function of basis
set size, using a very large cutoff (Ecut = 2500 Ry, Erel

cut = 100 Ry).

served as the reference. In Table I, we show the mean rela-
tive error of forces by element using two smaller cutoffs, both
with Erel

cut = 40 Ry. With Ecut = 280 Ry, the default value of
the software which is routinely used for production runs, rea-
sonably converged forces are obtained for C, H, and O, but the
forces acting on Ga are off by almost an order of magnitude.
For the pressure, a relative error of 30% is obtained. Only by
increasing the cutoff to 600 Ry, acceptable agreement with
the reference calculation could be achieved, with a global rel-
ative error of 1% and 0.7% for the forces and the pressure, re-
spectively. In summary, TZV2P basis sets (DZVP-MOLOPT
for Ga), combined with a plane-wave cutoff of 600 Ry, were
found necessary to obtain converged forces and pressures in
MIL-53(Ga). These settings were used in the remainder of the
present article. Furthermore, we also checked how the restric-
tion to the ! point affects the stress tensor. Upon doubling the
simulation cell and thus improving the sampling of the Bril-
louin zone, its diagonal elements for the out-of-equilibrium
configuration change by less than 10%, and its off-diagonal
elements by less than 5%. The use of a single unit cell there-
fore represents a reasonable trade-off between accuracy and
computational efficiency.

In the QUICKSTEP module of CP2K, the computation
of Coulomb and exchange-correlation energies is based on
a real-space grid, and the density of grid points determines
the auxiliary plane-wave cutoff for the representation of the
electronic density. In simulations with variable cell size, one
has two options: Either one keeps the number of grid points
in the cell constant, which makes the plane-wave cutoff ef-
fectively cell size-dependent and biases total energies (and
hence NPT sampling statistics) for different cell volumes. Or
the density of grid points (i.e., the plane-wave cutoff) is kept
constant, which can lead to spurious jumps in computed quan-
tities when grid points leave or enter the simulation cell. In a
pilot study on pure water, McGrath et al.43 found that these

TABLE I. Convergence of forces (mean relative error) by element with re-
spect to the plane-wave cutoff. As reference, a cutoff of 2500 Ry was used.

280 Ry 600 Ry

Ga 607% 10.7%
O 12.7% 4.2%
C 0.64% 0.02%
H 0.11% 0.00%
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FIG. 4. Snapshots from the beginning (upper panel) and the end (lower panel) of the NPT simulation (P = 1 bar, T = 600 K) with the original Grimme D2
dispersion correction and PBE. The simulation box consists of one unit cell and is repeated periodically here by 2 × 2 × 2 units for a better visualization of the
structure. For clarity, hydrogen atoms bonded to the benzenedicarboxylate linkers are not shown.

in Sec. IV A. However, with s6 = 0.2, the large-pore structure
was stable throughout a 15 ps simulation. Taking the first 5
ps as an equilibration run, we plot the evolution of the cell
parameters over the final 10 ps in Fig. 5. The average lattice
parameters and cell angles are in good agreement with the
experimental ones (see Table II), especially if one bears in
mind the softness of the material53 which can be linked to the
large fluctuations of the lattice parameters over time (Fig. 5).
We conclude from this that the Grimme dispersion correction
with s6 = 0.2 and the PBE functional describes the large-pore
phase correctly.
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FIG. 5. Evolution of the cell parameters at 1 bar, 600 K, with the modified
Grimme dispersion correction (global scaling factor s6 = 0.2). The experi-
mental lattice parameters33 for the large-pore phase are shown as blue lines.

However, when using the same simulation settings, the
narrow-pore phase, which is experimentally observed to be
stable between 350 K and 500 K,33 is not modeled cor-
rectly. Fig. 6 shows the lattice parameters of MIL-53(Ga)
during a NPT simulation at 1 bar and 373 K, starting from
a narrow-pore configuration. The material clearly under-
goes a transition to a large-pore structure with subsequent
large-amplitude fluctuations, in contradiction with experi-
ment. It is concluded that this modified Grimme dispersion
correction is not adequate for simulating the narrow-pore
phase.

TABLE II. Structural parameters of the empty large- and narrow-pore phase
of MIL-53(Ga), obtained from first-principles molecular dynamics simula-
tions in the NPT ensemble. Large-pore simulation: 600 K, 1 bar, modified
Grimme dispersion correction (s6 = 0.2). Narrow-pore simulation: 300 K, 1
bar, non-local Dion functional.

a (Å) b (Å) c (Å) α (deg) β (deg) γ (deg) Volume (Å3)

Large-pore
sim. 16.73 13.59 6.79 91 90 90 1535.8
exp.33 16.68 13.21 6.72 90 90 90 1479.7
Narrow-pore
sim. 19.49 6.99 6.83 90 98 90 919.49
exp.33 19.83 6.86 6.71 90 104 90 886.28
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jumps decrease with increasing plane-wave cutoff and rec-
ommend the latter option. Since we used a relatively large
cutoff of 600 Ry, we chose to follow this procedure rather
than constraining the number of grid points in the simulation
cell.

The QUICKSTEP module of CP2K offers the possibility
to smooth the electronic density for the calculation of the
exchange-correlation energy36 which may in some cases im-
prove the convergence of total energies and forces with re-
spect to the plane-wave cutoff. The reason behind this option
is that the used numerical implementation of DFT breaks the
translational invariance of the system. This can lead to spuri-
ous forces on atoms, in particular at small cutoffs. However,
we noticed that at least in the present case, different tested
smoothing schemes lead to changes in total energies of 1.6 eV
up to more than 8 eV, and to changes in pressure between 10%
and 40%, even at a large plane-wave cutoff of 2500 Ry. There-
fore, we did not apply any smoothing and conclude that, while
it may be beneficial for the evaluation of forces,44 smoothing
is best avoided for NPT simulations.

IV. DISPERSION INTERACTIONS

A. Grimme correction with original parameters

Local or semi-local exchange correlation functionals like
PBE are known to poorly represent dispersion interactions.
Since these are expected12 (and shown below) to play a crit-
ical role in MIL-53(Ga), we tested two approaches to take
them into account: the first one, proposed by Grimme,45 is
based on a pair potential which is added on top of the local or
semi-local DFT scheme. The second, due to Dion et al.,46 in-
corporates dispersion interactions directly in the DFT frame-
work by using a non-local exchange-correlation functional.
To assess the validity of the different approaches, we per-
formed MD simulations in the NPT ensemble at different tem-
peratures and compared the resulting structures to those ob-
served experimentally.

We first tested the Grimme dispersion correction in its
original form (“Grimme D2”),45 which adds a parameterized
attractive interaction ∝1/R6, damped at short distances, to the
DFT total energy (with R denoting the distance between two
atoms). This interaction is scaled by a global factor s6 which
only depends on the used exchange-correlation functional and
takes the value 0.75 for the PBE functional. With these set-
tings, we performed a NPT simulation with a temperature
of 600 K and a pressure of 1 bar, starting from a large-pore
configuration of the material. In these conditions, the large-
pore form was observed to be stable in experiments.33 In
the simulation, temperature was controlled by a Nosé-Hoover
thermostat47, 48 with a time constant of 100 fs, and a barostat49

with a time constant of 2 ps allowed for changes in size and
shape of the simulation cell. We checked the possible influ-
ence of the simulation protocol on the results by performing
simulations with various time constants for the barostat and
the thermostat and also with a different thermostat.50 These
choices were found to affect volume and temperature fluctu-
ations as well as the time scale of structural transformations,
but the conclusions regarding the relative stability of the dif-
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FIG. 3. Evolution of the cell parameters at 1 bar, 600 K, with the Grimme
dispersion correction (solid line: D2,45 dashed line: D352). The experimental
lattice parameters33 for the large-pore phase are shown as blue lines.

ferent phases turned out to be independent of the details of the
barostat and thermostat settings.

Fig. 3 (solid lines) shows the evolution of the lattice pa-
rameters a, b, and c during this simulation. The parameter
b decreases to approximately half its original value, while a
increases slightly and c, pointing along the inorganic –OH–
Ga–OH– chains, does not change significantly. This evolu-
tion reflects a transition to a structure with virtually closed
pores (b < c, see Fig. 4), even narrower than seen experimen-
tally in the narrow-pore phase at room temperature (b > c).
We therefore conclude that the Grimme correction in its orig-
inal form, combined with the PBE exchange-correlation func-
tional, does not describe the interactions in MIL-53(Ga) prop-
erly. In particular, it overestimates the dispersion interactions
between the organic linkers, forcing them into a very com-
pact configuration. While such a “very narrow pore” form has
been observed in the scandium-bearing MIL-53(Sc),51 it does
not occur for MIL-53(Ga). For completeness, we also tested
the more recent version of the Grimme dispersion correction
(“Grimme D3”),52 which remedies the trend for overbinding
of the original one in many cases. However, we still obtained a
collapse of the large-pore phase, albeit somewhat slower than
in the first case (Fig. 3, dashed lines). Hence, the Grimme
dispersion correction in its two flavors is not suited for simu-
lating the high-temperature large-pore form, nor does it give
the correct structure of the narrow-pore phase.

B. Varying the global scaling parameter
of the Grimme correction

The global scaling factor of the Grimme D2 dispersion
correction, s6 = 0.75 for PBE, was originally determined
by optimizing binding energies of a set of 40 noncovalently
bound complexes and can thus be considered an adjustable
parameter, representing a compromise for a large range of
systems and configurations.45 Since the dispersion correction
was found to overestimate the attractive interactions between
the organic linkers in MIL-53(Ga), we decreased the inter-
action strength, i.e., s6, in small steps. At each step, we per-
formed NPT simulations at 1 bar and 600 K, starting from a
large-pore configuration and using the same settings as earlier.

In all simulations with s6 > 0.2, the initial structure trans-
formed to a narrow-pore phase, similar to what was observed
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jumps decrease with increasing plane-wave cutoff and rec-
ommend the latter option. Since we used a relatively large
cutoff of 600 Ry, we chose to follow this procedure rather
than constraining the number of grid points in the simulation
cell.

The QUICKSTEP module of CP2K offers the possibility
to smooth the electronic density for the calculation of the
exchange-correlation energy36 which may in some cases im-
prove the convergence of total energies and forces with re-
spect to the plane-wave cutoff. The reason behind this option
is that the used numerical implementation of DFT breaks the
translational invariance of the system. This can lead to spuri-
ous forces on atoms, in particular at small cutoffs. However,
we noticed that at least in the present case, different tested
smoothing schemes lead to changes in total energies of 1.6 eV
up to more than 8 eV, and to changes in pressure between 10%
and 40%, even at a large plane-wave cutoff of 2500 Ry. There-
fore, we did not apply any smoothing and conclude that, while
it may be beneficial for the evaluation of forces,44 smoothing
is best avoided for NPT simulations.

IV. DISPERSION INTERACTIONS

A. Grimme correction with original parameters

Local or semi-local exchange correlation functionals like
PBE are known to poorly represent dispersion interactions.
Since these are expected12 (and shown below) to play a crit-
ical role in MIL-53(Ga), we tested two approaches to take
them into account: the first one, proposed by Grimme,45 is
based on a pair potential which is added on top of the local or
semi-local DFT scheme. The second, due to Dion et al.,46 in-
corporates dispersion interactions directly in the DFT frame-
work by using a non-local exchange-correlation functional.
To assess the validity of the different approaches, we per-
formed MD simulations in the NPT ensemble at different tem-
peratures and compared the resulting structures to those ob-
served experimentally.

We first tested the Grimme dispersion correction in its
original form (“Grimme D2”),45 which adds a parameterized
attractive interaction ∝1/R6, damped at short distances, to the
DFT total energy (with R denoting the distance between two
atoms). This interaction is scaled by a global factor s6 which
only depends on the used exchange-correlation functional and
takes the value 0.75 for the PBE functional. With these set-
tings, we performed a NPT simulation with a temperature
of 600 K and a pressure of 1 bar, starting from a large-pore
configuration of the material. In these conditions, the large-
pore form was observed to be stable in experiments.33 In
the simulation, temperature was controlled by a Nosé-Hoover
thermostat47, 48 with a time constant of 100 fs, and a barostat49

with a time constant of 2 ps allowed for changes in size and
shape of the simulation cell. We checked the possible influ-
ence of the simulation protocol on the results by performing
simulations with various time constants for the barostat and
the thermostat and also with a different thermostat.50 These
choices were found to affect volume and temperature fluctu-
ations as well as the time scale of structural transformations,
but the conclusions regarding the relative stability of the dif-
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FIG. 3. Evolution of the cell parameters at 1 bar, 600 K, with the Grimme
dispersion correction (solid line: D2,45 dashed line: D352). The experimental
lattice parameters33 for the large-pore phase are shown as blue lines.

ferent phases turned out to be independent of the details of the
barostat and thermostat settings.

Fig. 3 (solid lines) shows the evolution of the lattice pa-
rameters a, b, and c during this simulation. The parameter
b decreases to approximately half its original value, while a
increases slightly and c, pointing along the inorganic –OH–
Ga–OH– chains, does not change significantly. This evolu-
tion reflects a transition to a structure with virtually closed
pores (b < c, see Fig. 4), even narrower than seen experimen-
tally in the narrow-pore phase at room temperature (b > c).
We therefore conclude that the Grimme correction in its orig-
inal form, combined with the PBE exchange-correlation func-
tional, does not describe the interactions in MIL-53(Ga) prop-
erly. In particular, it overestimates the dispersion interactions
between the organic linkers, forcing them into a very com-
pact configuration. While such a “very narrow pore” form has
been observed in the scandium-bearing MIL-53(Sc),51 it does
not occur for MIL-53(Ga). For completeness, we also tested
the more recent version of the Grimme dispersion correction
(“Grimme D3”),52 which remedies the trend for overbinding
of the original one in many cases. However, we still obtained a
collapse of the large-pore phase, albeit somewhat slower than
in the first case (Fig. 3, dashed lines). Hence, the Grimme
dispersion correction in its two flavors is not suited for simu-
lating the high-temperature large-pore form, nor does it give
the correct structure of the narrow-pore phase.

B. Varying the global scaling parameter
of the Grimme correction

The global scaling factor of the Grimme D2 dispersion
correction, s6 = 0.75 for PBE, was originally determined
by optimizing binding energies of a set of 40 noncovalently
bound complexes and can thus be considered an adjustable
parameter, representing a compromise for a large range of
systems and configurations.45 Since the dispersion correction
was found to overestimate the attractive interactions between
the organic linkers in MIL-53(Ga), we decreased the inter-
action strength, i.e., s6, in small steps. At each step, we per-
formed NPT simulations at 1 bar and 600 K, starting from a
large-pore configuration and using the same settings as earlier.

In all simulations with s6 > 0.2, the initial structure trans-
formed to a narrow-pore phase, similar to what was observed
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FIG. 4. Snapshots from the beginning (upper panel) and the end (lower panel) of the NPT simulation (P = 1 bar, T = 600 K) with the original Grimme D2
dispersion correction and PBE. The simulation box consists of one unit cell and is repeated periodically here by 2 × 2 × 2 units for a better visualization of the
structure. For clarity, hydrogen atoms bonded to the benzenedicarboxylate linkers are not shown.

in Sec. IV A. However, with s6 = 0.2, the large-pore structure
was stable throughout a 15 ps simulation. Taking the first 5
ps as an equilibration run, we plot the evolution of the cell
parameters over the final 10 ps in Fig. 5. The average lattice
parameters and cell angles are in good agreement with the
experimental ones (see Table II), especially if one bears in
mind the softness of the material53 which can be linked to the
large fluctuations of the lattice parameters over time (Fig. 5).
We conclude from this that the Grimme dispersion correction
with s6 = 0.2 and the PBE functional describes the large-pore
phase correctly.

0 2 4 6 8 10
time (ps)

6

8

10

12

14

16

18

20

la
tti

ce
 p

ar
am

et
er

s 
(Å

) a

b

c

FIG. 5. Evolution of the cell parameters at 1 bar, 600 K, with the modified
Grimme dispersion correction (global scaling factor s6 = 0.2). The experi-
mental lattice parameters33 for the large-pore phase are shown as blue lines.

However, when using the same simulation settings, the
narrow-pore phase, which is experimentally observed to be
stable between 350 K and 500 K,33 is not modeled cor-
rectly. Fig. 6 shows the lattice parameters of MIL-53(Ga)
during a NPT simulation at 1 bar and 373 K, starting from
a narrow-pore configuration. The material clearly under-
goes a transition to a large-pore structure with subsequent
large-amplitude fluctuations, in contradiction with experi-
ment. It is concluded that this modified Grimme dispersion
correction is not adequate for simulating the narrow-pore
phase.

TABLE II. Structural parameters of the empty large- and narrow-pore phase
of MIL-53(Ga), obtained from first-principles molecular dynamics simula-
tions in the NPT ensemble. Large-pore simulation: 600 K, 1 bar, modified
Grimme dispersion correction (s6 = 0.2). Narrow-pore simulation: 300 K, 1
bar, non-local Dion functional.

a (Å) b (Å) c (Å) α (deg) β (deg) γ (deg) Volume (Å3)

Large-pore
sim. 16.73 13.59 6.79 91 90 90 1535.8
exp.33 16.68 13.21 6.72 90 90 90 1479.7
Narrow-pore
sim. 19.49 6.99 6.83 90 98 90 919.49
exp.33 19.83 6.86 6.71 90 104 90 886.28
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FIG. 6. Evolution of the cell parameters at 1 bar, 300 K, with the modi-
fied Grimme dispersion correction (global scaling factor s6 = 0.2). The ex-
perimental lattice parameters33 for the narrow-pore phase are shown as blue
lines.

C. Non-local exchange-correlation functional
including dispersion

So far, we have shown that the large-pore phase of MIL-
53(Ga) can be modeled with a modified Grimme dispersion
correction. On the other hand, the narrow-pore form is not
correctly described by the original Grimme dispersion cor-
rection, which yields an over-compact structure, nor by modi-
fied schemes fine-tuning the global scaling factor to s6 = 0.2,
which lead to the opening of the pores. We thus explored a
second promising approach to incorporate dispersion inter-
actions in the framework of DFT, which consists in the use
of a non-local exchange-correlation functional due to Dion
et al.,46 written as

Exc = ErevPBE
x + ELDA

c + Enon−local
c . (1)

It combines, on the right-hand side of Eq. (1), the exchange
part of the revPBE functional,54 the correlation energy func-
tional in the local density approximation55 and an additional
non-local correlation energy functional which takes into ac-
count dispersion interactions. With our hardware and software
setup, we found this functional to be computationally more
expensive by a factor of 1.5 compared to the local DFT-D2/3
functional.

We used this non-local exchange-correlation functional
for a NPT simulation at 300 K and 1 bar, starting from a
narrow-pore configuration. Temperature was controlled by
the thermostat proposed by Bussi et al.,50 with a time con-
stant of 100 fs, and the barostat time constant was 2 ps. It can
be seen from Fig. 7 that with these settings, the narrow-pore
phase is stable during the simulation (as it should), and the av-
erage cell parameters agree well with the experimental ones
(see Table II), although the angle β of the monoclinic unit cell
is only 98◦, instead of the measured 104◦.

However, the large-pore form is not correctly described
with this functional, at least in its present form (Eq. (1)), as
shown in Fig. 8 (full lines): at 600 K and 1 bar, where it is
observed to be stable in the experiment, it undergoes a transi-
tion to the narrow-pore form in the NPT simulation. Now, it
could be conjectured that the erroneous transition in the sim-
ulation may be due to the small size of the simulation box
which consists of one unit cell of MIL-53(Ga). The finite size
may affect the location of the phase transition since it lim-
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FIG. 7. Evolution of the cell parameters of the narrow-pore phase, at 1 bar
and 300 K, with the Dion exchange-correlation functional. The experimental
lattice parameters33 for the narrow-pore phase are shown as blue lines.

its the available vibrational modes and hence might have an
impact on the free energy (in principle, finite size can also
influence the static stress tensor via the sampling of the Bril-
louin zone, but we have shown in Sec. III that the used " point
sampling has only a small effect). We therefore performed the
same simulation using a box of twice the original size, dou-
bling the lattice parameter c. Also the larger simulation box
leads to the (unphysical) closure of the pores, although the
structural transition is slowed down with respect to the simu-
lation of a single unit cell (Fig. 8, dashed lines). This shows
that the finite size influences the kinetics of the process, but
not its (unphysical) equilibrium state.

V. SIMULATION OF THE HYDRATED MIL-53(Ga)

Materials of the MIL-53 family exhibit pores large
enough to accommodate small guest molecules, and it is their
role as adsorbants which makes them interesting from the
point of view of practical applications. Given the result that
the non-local exchange-correlation functional yields the cor-
rect structure of the empty narrow-pore phase, we checked
if the same scheme could also describe the hydrated narrow-
pore form correctly. It is experimentally stable under ambient
air up to 350 K (where dehydration starts), contains one wa-
ter molecule per Ga and exhibits slightly wider pores than the
empty material.33

The NPT simulations were performed at 300 K and at
1 bar, using a Bussi thermostat and a barostat with time
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FIG. 8. Evolution of the cell parameters at 1 bar, 600 K, with the Dion
exchange-correlation functional. Full and dashed lines represent simulations
using a single unit cell and a 1 × 1 × 2 supercell, respectively. The experi-
mental lattice parameters33 for the large-pore phase are shown as blue lines.
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FIG. 6. Evolution of the cell parameters at 1 bar, 300 K, with the modi-
fied Grimme dispersion correction (global scaling factor s6 = 0.2). The ex-
perimental lattice parameters33 for the narrow-pore phase are shown as blue
lines.

C. Non-local exchange-correlation functional
including dispersion

So far, we have shown that the large-pore phase of MIL-
53(Ga) can be modeled with a modified Grimme dispersion
correction. On the other hand, the narrow-pore form is not
correctly described by the original Grimme dispersion cor-
rection, which yields an over-compact structure, nor by modi-
fied schemes fine-tuning the global scaling factor to s6 = 0.2,
which lead to the opening of the pores. We thus explored a
second promising approach to incorporate dispersion inter-
actions in the framework of DFT, which consists in the use
of a non-local exchange-correlation functional due to Dion
et al.,46 written as

Exc = ErevPBE
x + ELDA

c + Enon−local
c . (1)

It combines, on the right-hand side of Eq. (1), the exchange
part of the revPBE functional,54 the correlation energy func-
tional in the local density approximation55 and an additional
non-local correlation energy functional which takes into ac-
count dispersion interactions. With our hardware and software
setup, we found this functional to be computationally more
expensive by a factor of 1.5 compared to the local DFT-D2/3
functional.

We used this non-local exchange-correlation functional
for a NPT simulation at 300 K and 1 bar, starting from a
narrow-pore configuration. Temperature was controlled by
the thermostat proposed by Bussi et al.,50 with a time con-
stant of 100 fs, and the barostat time constant was 2 ps. It can
be seen from Fig. 7 that with these settings, the narrow-pore
phase is stable during the simulation (as it should), and the av-
erage cell parameters agree well with the experimental ones
(see Table II), although the angle β of the monoclinic unit cell
is only 98◦, instead of the measured 104◦.

However, the large-pore form is not correctly described
with this functional, at least in its present form (Eq. (1)), as
shown in Fig. 8 (full lines): at 600 K and 1 bar, where it is
observed to be stable in the experiment, it undergoes a transi-
tion to the narrow-pore form in the NPT simulation. Now, it
could be conjectured that the erroneous transition in the sim-
ulation may be due to the small size of the simulation box
which consists of one unit cell of MIL-53(Ga). The finite size
may affect the location of the phase transition since it lim-
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FIG. 7. Evolution of the cell parameters of the narrow-pore phase, at 1 bar
and 300 K, with the Dion exchange-correlation functional. The experimental
lattice parameters33 for the narrow-pore phase are shown as blue lines.

its the available vibrational modes and hence might have an
impact on the free energy (in principle, finite size can also
influence the static stress tensor via the sampling of the Bril-
louin zone, but we have shown in Sec. III that the used " point
sampling has only a small effect). We therefore performed the
same simulation using a box of twice the original size, dou-
bling the lattice parameter c. Also the larger simulation box
leads to the (unphysical) closure of the pores, although the
structural transition is slowed down with respect to the simu-
lation of a single unit cell (Fig. 8, dashed lines). This shows
that the finite size influences the kinetics of the process, but
not its (unphysical) equilibrium state.

V. SIMULATION OF THE HYDRATED MIL-53(Ga)

Materials of the MIL-53 family exhibit pores large
enough to accommodate small guest molecules, and it is their
role as adsorbants which makes them interesting from the
point of view of practical applications. Given the result that
the non-local exchange-correlation functional yields the cor-
rect structure of the empty narrow-pore phase, we checked
if the same scheme could also describe the hydrated narrow-
pore form correctly. It is experimentally stable under ambient
air up to 350 K (where dehydration starts), contains one wa-
ter molecule per Ga and exhibits slightly wider pores than the
empty material.33

The NPT simulations were performed at 300 K and at
1 bar, using a Bussi thermostat and a barostat with time
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C. Non-local exchange-correlation functional
including dispersion
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53(Ga) can be modeled with a modified Grimme dispersion
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stant of 100 fs, and the barostat time constant was 2 ps. It can
be seen from Fig. 7 that with these settings, the narrow-pore
phase is stable during the simulation (as it should), and the av-
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(see Table II), although the angle β of the monoclinic unit cell
is only 98◦, instead of the measured 104◦.
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impact on the free energy (in principle, finite size can also
influence the static stress tensor via the sampling of the Bril-
louin zone, but we have shown in Sec. III that the used " point
sampling has only a small effect). We therefore performed the
same simulation using a box of twice the original size, dou-
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leads to the (unphysical) closure of the pores, although the
structural transition is slowed down with respect to the simu-
lation of a single unit cell (Fig. 8, dashed lines). This shows
that the finite size influences the kinetics of the process, but
not its (unphysical) equilibrium state.
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enough to accommodate small guest molecules, and it is their
role as adsorbants which makes them interesting from the
point of view of practical applications. Given the result that
the non-local exchange-correlation functional yields the cor-
rect structure of the empty narrow-pore phase, we checked
if the same scheme could also describe the hydrated narrow-
pore form correctly. It is experimentally stable under ambient
air up to 350 K (where dehydration starts), contains one wa-
ter molecule per Ga and exhibits slightly wider pores than the
empty material.33

The NPT simulations were performed at 300 K and at
1 bar, using a Bussi thermostat and a barostat with time
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TABLE III. Structural parameters of the hydrated narrow-pore phase of
MIL-53(Ga), obtained from first-principles molecular dynamics simulations
in the NPT ensemble.

a (Å) b (Å) c Å) α (deg) β (deg) γ (deg) Volume (Å3)

sim. 19.38 8.10 6.79 90 97 90 1056
exp.33 19.72 7.58 6.69 90 103 90 972

constants of 100 fs and 2 ps, respectively. We started from
a narrow-pore form into which four water molecules were
inserted close to the µ2-OH groups of the framework, such
that hydrogen bonds were obtained between the water oxygen
and µ2-OH, as observed in x-ray diffraction.33 After 3.5 ps
of equilibration, the average cell parameters were obtained
from 7 ps MD and are listed in Table III. Reasonable agree-
ment with experiment was found, and the largest difference
was observed for the lattice parameter b, which is overesti-
mated by the simulation by 0.5 Å. However, one should bear
in mind that b corresponds to the soft direction that governs
the opening of the pores and is therefore extremely sensitive
to temperature, pressure, and the theoretical model.

VI. CONCLUSIONS

In conclusion, we have shown that MIL-53(Ga) is a chal-
lenging system for molecular dynamics with flexible size
and shape of the simulation cell. We presented simulation
schemes which successfully reproduce experimental results.
The calculation of accurate stresses and atomic forces, espe-
cially on Ga, require the use of large Gaussian basis sets and
plane-wave cutoffs, and widely used standard settings are not
sufficient. Moreover, the softness of the material makes its
equilibrium structure and the location of phase transition very
sensitive to the density functional chosen in the simulation. In
particular, dispersion interactions were shown to play a cru-
cial role in determining the transition between the narrow- and
the large-pore phase. In order to correctly describe the mate-
rial’s behavior, the theoretical model has to capture the deli-
cate balance between dispersion forces, preferring a narrow-
pore form, and coordination chemistry of Ga, which favors
the large-pore structure.

In view of these intricacies, no single simulation scheme
could be identified which would allow a unified description
of both the large- and narrow-pore phase of MIL-53(Ga). In-
stead, we propose to use the PBE functional in conjunction
with a modified Grimme dispersion correction with a global
scaling parameter s6 = 0.2 for the high-temperature, large-
pore form. These settings can be used, e.g., for studying the
hydrothermal stability of the material. On the other hand, the
non-local exchange-correlation functional proposed by Dion
et al.46 seems to be very promising: it gives the correct struc-
tures of the narrow-pore form, both empty and hydrated, and
is thus suited for simulating the low-temperature adsorption of
guest molecules and its interplay with the structural flexibil-
ity of MIL-53(Ga). Moreover, we expect the Dion functional
to be also useful for the strongly hydrated large-pore form
of MIL-53 materials in which the water molecules filling the

pores prevent the structure from collapsing to the narrow-pore
phase.56
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Water stability of MOF-5

What was known about MOF-5 and water? 

Exposed to wet air: collapses in an hour 
Transition state was calculated by quantum chemistry:

∆E≠ = 50 kJ/mol

Questions unanswered 

Is that actually the mechanism? 
Why is that activation energy so high? 
Impact of hydration rate? 

Tools available 

Hydrophobicity/hydrophilicity: Grand Canonical Monte Carlo 
Reactivity: Car–Parrinello MD

Low et al, JACS 2009



Water stability of MOF-5

At low water loading 

Hydrophobic material 
Hydrated state, 5-coordinated Zn2+ 
Short lifetime, low activation energy 
… not further spontaneous evolution
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Water stability of MOF-5

At higher water loading 

Hydration is rapid and non-reversible 
Hydrated state stabilized by H bonds 
Second step of the mechanism:  
linker displacement

hydration

linker 
displacement+ H2O
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Conclusions drawn 

Mechanism proposed in the literature: confirmed 
Influence of water collective effects: yes 
Activation energies from calculations with one water: overly simple

De Toni, FXC et al, ChemPhysChem 2012



Water stability of MIL-53
Step 1: identify weak point of the framework

lose crystallinity range from 613 K18 to 723 K.17 However, in
the simulations of the previous section, no bond breaking was
observed even at 800 K. This is due to the fact that bond
breaking is a rare event at the atomic scale and hence cannot be
captured in a statistically meaningful way by equilibrium MD.
We therefore turn to the use of an enhanced-sampling
technique, well-tempered metadynamics, to study the onset
of structural collapse of MIL-53(Ga) at the temperature of 650
K.
This method allowed us to compute the free energy profile

along the distance between one Ga and one O on the carboxyl
group of an organic linker, again with flexible size and shape of
the simulation cell. The latter was chosen to contain 1 × 2 × 1
unit cells, i.e., eight Ga(OH) (bdc) units, in order to reduce the
spurious interactions between the defect created during the
metadynamics run and its periodic images (the smallest
periodic image distance now being larger than 13 Å). One
simulation of 49 ps duration was carried out for the
nonhydrated framework (Figure 1), and another of 38 ps
duration for a fully hydrated material, containing 48 water
molecules inside its pores. We chose this “super-hydrated” form
for our purposes in order to highlight in the strongest possible
way the effect of water. The superhydrated form is of the same
topology as the nonhydrated one, and our simulations yield a
slightly larger unit cell volume of (1660 ± 20) Å3, due to pore
opening along the c axis. It has not been reported for MIL-
53(Ga) in the literature, but its Cr analogue has been observed
after immersion into liquid water.23 The number of water
molecules in the simulation corresponds to the amount of
adsorbed water (∼6 water molecules per metal center)
determined experimentally for MIL-53(Cr), which has a unit
cell volume very simililar to the Ga variant studied here. We
suppose that in the hydrated state, the weakest point of the
framework is still the metal-linker bond identified in the
anhydrous state. This seems reasonable because adsorbed water
interacts with the framework only through hydrogen bonding
and does not alter the network of covalent bonds.
The resulting free energy profiles along the metadynamics

variable (the Ga−O distance between metal center and organic
linker) are shown in Figure 3. From these profiles, we can
accurately determine the activation free energy (i.e., the barrier

height), of the rupture of the Ga−O bond, but not the free-
energy difference between the bonded and the dissociated state,
because the system was precluded from sampling Ga−O
distances beyond ∼3.8 Å. This was done for computational
reasons: first, since we are interested in kinetic stability only, we
wanted to avoid sampling irrelevant parts of the phase space.
Second, in preliminary simulations without restrictions on the
Ga−O distance, Ga−O bond breaking was observed to entail
further bond disruptions after a few picoseconds, making it
impossible to define in a simple way a unique “broken” state
with a single metadynamics variable. With the Ga−O distance
restricted to below 3.8 Å, we made sure that all other bonds
remained intact for the duration of the simulation and that we
accurately describe the initial step of the hydrothermal
instability of MIL-53(Ga). In addition to this study of kinetic
stability, we note that the MD simulations above already
showed that the Ga−O bond also becomes thermodynamically
unstable at high temperatures.
In both the anhydrous and the hydrated case, the minimum

of the curve and hence the Ga−O equilibrium distance is at
2.07 Å, slightly larger than the value of 1.96 Å determined from
X-ray diffraction at 293 K.17 The difference can be explained by
the much higher temperature, 650 K, of the simulations
(thermal expansion) and possibly by the tendency of the PBE
exchange-correlation functional to overestimate bond lengths
by a few percent. In the dry framework, Ga−O bond breaking
requires overcoming a free-energy barrier of ΔGdry

‡ = 53 kJ/mol
located at a Ga−O distance of 3.2 Å. This barrier is lowered by
20 kJ/mol in the hydrated material, at ΔGhydrated

‡ = 33 kJ/mol.
This indicates that Ga−O bond breaking is greatly facilitated by
the presence of water, with a kinetic constant for the bond
breaking multiplied by a factor of exp(−ΔΔG‡/RT) = 40 in the
presence of water. This shows quantitatively how free energy
simulations can show the impact of water on the kinetic
stability of MIL-53(Ga) at high temperature. We note, in
passing, that this free energy barrier in the presence of water is
twice that of IRMOF-0h in the presence of water, with ΔG‡/kT
= 6.1 here, while ΔG‡/kT = 3.2 for IRMOF-0h at low hydration
(ΔF‡ ≃ 8 kJ/mol at 300 K).15 This can help explain the
difference in behavior between the two materials, where
unfunctionalized IRMOF structures are unstable even in the

Figure 2. Evolution of the average coordination of Ga by O in
nonhydrated MIL-53(Ga) at three different temperatures (dashed
lines): 800 K (blue), 1000 K (orange), and 1500 K (red). For better
visibility, we also plot the running averages over a time interval of 0.5
ps (solid lines). The cutoff distance for Ga−O coordination is at 2.8 Å,
corresponding to the first minimum of the Ga−O radial distribution
function at 800 K. In order to obtain a continuous evolution in time,
we applied a small Fermi−Dirac-like smearing to the cutoff distance.

Figure 3. Free energy profiles of Ga−O bond breaking for dry (black)
and hydrated (blue) MIL-53(Ga) at 650 K. The minimum of each
curve has been set to zero. The black arrow in the structure model
indicates the metadynamics variable, i.e., the Ga−O distance. Atomic
color code: Ga (pink), O (red), C (turquoise), H (white). Note that
for computational purposes, the sampled Ga−O distances were limited
to about 3.8 Å, hence the free-energy profiles at larger distances are
not physical (see text).
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studies focused mostly on the IRMOF family of materials,
which are unstable in the presence of water at ambient
temperature. There have been, to our knowledge, no theoretical
studies of hydrothermal stability at high temperature or
concerning highly flexible materials undergoing structural
transitions.
As a challenging test case, we study here the hydrothermal

breakdown of the gallium-based SPC MIL-53(Ga).17−19 Like
the other materials of the MIL-53(M) family (M = Al, Cr, Fe,
Sc, ...), its structure is built from trivalent metal cations that are
bridged by hydroxyl groups to form infinite −OH−Ga−OH−
Ga− chains along the crystallographic b axis (Figure 1). These
inorganic chains are connected to each other by benzenedi-
carboxylate (bdc) linkers in a way that yields diamond-shaped
channels along the b axis. MIL-53(Ga) displays a rich phase
diagram and occurs in several polymorphs, depending on
temperature and the amount of adsorbed guest molecules such
as water.20,21 This study focuses on the large-pore form, which
is shown in Figure 1; the other polymorphs are not considered
here. It is stable above 500 K, displays extremely soft behavior
along the a and c axes,22 and undergoes decomposition at
approximately 650 K. Furthermore, we hypothesize that upon
immersion into liquid water, the material takes on a “super-
hydrated” state, structurally close to the large-pore form and of
the same topology, in analogy to the Cr variant of the MIL-53
family.23,24 The Al variant, MIL-53(Al), was even found to
survive short exposures to boiling water, although gradual
degradation was observed in the course of several hours.25 To
our knowledge, however, no data exists in the literature on the
thermal stability of MIL-53(Ga) in liquid water.
The aim of this paper is to identify the “weak points” of the

MIL-53(Ga) structure, and to study the atomic-scale
mechanisms that initiate the decomposition of the material at
elevated temperatures. Furthermore, we will see how water
inside the channels influences the height of the relevant free-
energy barrier and thus the kinetics of hydrothermal break-
down.
The first step in studying the breakdown of MIL-53(Ga) is to

determine the weakest chemical bonds in the framework, i.e.,
those which break first and thus initiate the collapse of the
material. Molecular dynamics simulations of the nonhydrated
framework were therefore performed at temperatures of 800,
1000, and 1500 K, with a duration of at least 12.5 ps. We chose
these relatively high temperatures in order to accelerate kinetics
and to observe rare bond-breaking events even at the small time
scales accessible to first-principles simulations. In these runs,
the simulation box consisted of only one unit cell, containing 4

Ga(OH) (bdc). In the case of a bond breaking, the periodic
boundary conditions lead to a large and probably unrealistic
defect density, especially along the short b axis (∼6.8 Å).
Therefore, the dynamics following the first bond breaking
might not exactly represent the real material’s behavior.
Nevertheless, these simulations are suitable to qualitatively
identify the weakest point in the framework from short,
spontaneous dynamics.
At 800 K, all chemical bonds remain intact over the whole

simulation, and the unit cell fluctuates around its equilibrium
structure, which is orthorhombic with a unit cell volume of
(1500 ± 100) Å3 (deviation at 1σ). The relatively large
standard deviation is a result of framework flexibility, which
leads to significant volume fluctuations in isobaric−isothermal
simulations, unlike in rigid materials. The volume coincides,
within uncertainties, with the volume derived from X-ray
diffraction experiments above 493 K18 (1479.7 Å3), confirming
the validity of our simulation protocol (and in particular the
choice of the exchange−correlation functional and dispersion
corrections26). At 1000 and 1500 K, however, defects form
within a few picoseconds, both starting with a bond breaking
between gallium and an oxygen atom of the carboxyl group of
the organic linker. Later in the simulations, this is followed by
the breaking of the Ga−OH bonds that form the inorganic
chains of the framework, eventually leading to a totally
disordered state. To confirm this visual inspection, the
evolution of the average coordination number of Ga by O
along the simulation is shown in Figure 2. At 1000 and 1500 K,
it exhibits a rapid drop from the initial value of 6, reaching
values as low as 4.5. The bdc linkers themselves remain intact
until the end of the simulation even at the highest temperature.
Ga−O bond breaking is accompanied by a change of the
simulation cell geometry from orthorhombic to triclinic of
fluctuating shape, departing up to 30° from the orthorhombic
cell shape, which reflects the decomposition of the framework.
These results indicate that the structural collapse of MIL-
53(Ga) at elevated temperatures is triggered by bond breaking
between the Ga centers and organic linkers.
Now that the weakest points of the MIL-53(Ga) framework

have been identified, we turn to the energetics of the Ga−O
bond breaking and to the question of how the presence of
water affects it. We focus here on the kinetic stability of the
material: as pointed out by Burtch et al.,10 even a
thermodynamically unstable MOF may be useful in various
applications if it is kinetically stable due to large free-energy
barriers that preclude structural collapse. Experimental values
for the temperature at which anhydrous MIL-53(Ga) starts to

Figure 1. Large-pore structure of MIL-53(Ga), viewed along the diamond-shaped channels (left) and sideview (right). Atomic color code: Ga
(pink), O (red), C (turquoise), H (white).
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Water stability of MIL-53
Step 2: metadynamics, with Ga–O distance as coordinate

lose crystallinity range from 613 K18 to 723 K.17 However, in
the simulations of the previous section, no bond breaking was
observed even at 800 K. This is due to the fact that bond
breaking is a rare event at the atomic scale and hence cannot be
captured in a statistically meaningful way by equilibrium MD.
We therefore turn to the use of an enhanced-sampling
technique, well-tempered metadynamics, to study the onset
of structural collapse of MIL-53(Ga) at the temperature of 650
K.
This method allowed us to compute the free energy profile

along the distance between one Ga and one O on the carboxyl
group of an organic linker, again with flexible size and shape of
the simulation cell. The latter was chosen to contain 1 × 2 × 1
unit cells, i.e., eight Ga(OH) (bdc) units, in order to reduce the
spurious interactions between the defect created during the
metadynamics run and its periodic images (the smallest
periodic image distance now being larger than 13 Å). One
simulation of 49 ps duration was carried out for the
nonhydrated framework (Figure 1), and another of 38 ps
duration for a fully hydrated material, containing 48 water
molecules inside its pores. We chose this “super-hydrated” form
for our purposes in order to highlight in the strongest possible
way the effect of water. The superhydrated form is of the same
topology as the nonhydrated one, and our simulations yield a
slightly larger unit cell volume of (1660 ± 20) Å3, due to pore
opening along the c axis. It has not been reported for MIL-
53(Ga) in the literature, but its Cr analogue has been observed
after immersion into liquid water.23 The number of water
molecules in the simulation corresponds to the amount of
adsorbed water (∼6 water molecules per metal center)
determined experimentally for MIL-53(Cr), which has a unit
cell volume very simililar to the Ga variant studied here. We
suppose that in the hydrated state, the weakest point of the
framework is still the metal-linker bond identified in the
anhydrous state. This seems reasonable because adsorbed water
interacts with the framework only through hydrogen bonding
and does not alter the network of covalent bonds.
The resulting free energy profiles along the metadynamics

variable (the Ga−O distance between metal center and organic
linker) are shown in Figure 3. From these profiles, we can
accurately determine the activation free energy (i.e., the barrier

height), of the rupture of the Ga−O bond, but not the free-
energy difference between the bonded and the dissociated state,
because the system was precluded from sampling Ga−O
distances beyond ∼3.8 Å. This was done for computational
reasons: first, since we are interested in kinetic stability only, we
wanted to avoid sampling irrelevant parts of the phase space.
Second, in preliminary simulations without restrictions on the
Ga−O distance, Ga−O bond breaking was observed to entail
further bond disruptions after a few picoseconds, making it
impossible to define in a simple way a unique “broken” state
with a single metadynamics variable. With the Ga−O distance
restricted to below 3.8 Å, we made sure that all other bonds
remained intact for the duration of the simulation and that we
accurately describe the initial step of the hydrothermal
instability of MIL-53(Ga). In addition to this study of kinetic
stability, we note that the MD simulations above already
showed that the Ga−O bond also becomes thermodynamically
unstable at high temperatures.
In both the anhydrous and the hydrated case, the minimum

of the curve and hence the Ga−O equilibrium distance is at
2.07 Å, slightly larger than the value of 1.96 Å determined from
X-ray diffraction at 293 K.17 The difference can be explained by
the much higher temperature, 650 K, of the simulations
(thermal expansion) and possibly by the tendency of the PBE
exchange-correlation functional to overestimate bond lengths
by a few percent. In the dry framework, Ga−O bond breaking
requires overcoming a free-energy barrier of ΔGdry

‡ = 53 kJ/mol
located at a Ga−O distance of 3.2 Å. This barrier is lowered by
20 kJ/mol in the hydrated material, at ΔGhydrated

‡ = 33 kJ/mol.
This indicates that Ga−O bond breaking is greatly facilitated by
the presence of water, with a kinetic constant for the bond
breaking multiplied by a factor of exp(−ΔΔG‡/RT) = 40 in the
presence of water. This shows quantitatively how free energy
simulations can show the impact of water on the kinetic
stability of MIL-53(Ga) at high temperature. We note, in
passing, that this free energy barrier in the presence of water is
twice that of IRMOF-0h in the presence of water, with ΔG‡/kT
= 6.1 here, while ΔG‡/kT = 3.2 for IRMOF-0h at low hydration
(ΔF‡ ≃ 8 kJ/mol at 300 K).15 This can help explain the
difference in behavior between the two materials, where
unfunctionalized IRMOF structures are unstable even in the

Figure 2. Evolution of the average coordination of Ga by O in
nonhydrated MIL-53(Ga) at three different temperatures (dashed
lines): 800 K (blue), 1000 K (orange), and 1500 K (red). For better
visibility, we also plot the running averages over a time interval of 0.5
ps (solid lines). The cutoff distance for Ga−O coordination is at 2.8 Å,
corresponding to the first minimum of the Ga−O radial distribution
function at 800 K. In order to obtain a continuous evolution in time,
we applied a small Fermi−Dirac-like smearing to the cutoff distance.

Figure 3. Free energy profiles of Ga−O bond breaking for dry (black)
and hydrated (blue) MIL-53(Ga) at 650 K. The minimum of each
curve has been set to zero. The black arrow in the structure model
indicates the metadynamics variable, i.e., the Ga−O distance. Atomic
color code: Ga (pink), O (red), C (turquoise), H (white). Note that
for computational purposes, the sampled Ga−O distances were limited
to about 3.8 Å, hence the free-energy profiles at larger distances are
not physical (see text).
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Water stability of MIL-53
Step 2 (bis): metadynamics analysis, microscopic insight

Step 3: influence of pressure… NPT metadynamics, ongoing

Haigis et al, J Phys Chem Lett 2015



CO2 opens “Trapdoors” in zeolites 

Cation Gating and Relocation during the Highly 
Selective “Trapdoor” Adsorption of CO2 on 
Univalent Cation Forms of Zeolite RHO. Wright et 
al. Chem Mater 2014, 26, 2052. 

Discriminative 
Separation of Gases by 
a “Molecular Trapdoor” 
Mechanism in Chabazite 
Zeolites. 
Webley et al. JACS 2012, 134, 
19246 

Zeolite Rho: a highly selective adsorbent for 
CO2/CH4 separation induced by a structural 
phase modification. Corma et al. Chem Commun 
2012, 48, 215.



Na-RHO Zeolite

12 S8R per UC

8 S6R per UC



• CO2 preferred site is in the S8R just as for Na+

• Maybe CO2 squeezes by cations in Na-RHO zeolite rather than opening 
the cation trapdoor 

How does CO2 open “Trapdoors” in Na-RHO zeolite? 
Cation Gating and Relocation during the Highly Selective “Trapdoor” 
Adsorption of CO2 on Univalent Cation Forms of Zeolite RHO. Wright et al. 
Chem Mater 2014, 26, 2052. 

• X-ray results suggest that CO2 interaction with 
Cation opens the trapdoor 

Atomistic Simulations of CO2 during “Trapdoor” Adsorption onto Na-Rho 
Zeolite. Kohen et al. in Molecular Modeling and the Materials Genome:  Selected Papers from the 2015 
Foundations of Molecular Modeling and Simulation Conference, R.Q. Snurr, C.S. Adjiman, D.A. Kofke, Eds., Springer, in 
press.



Na-RHO effective normal modes 

(Vuilleumier J. Chem. Phys. 144106 2006)
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Na-RHO effective normal modes 
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1atm CO2 within Na-RHO: effective normal modes 
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Na-RHO Constrained AIMD simulations using CP2K
To Calculate Free Energy Profiles using the blue moon 
ensemble method (Carter et al. Chem Phys Let 1989)

for this simple constraint:

Framework
center of mass

ζ is constrained 
during AIMD runs

Force required to keep ζ constrained
(get as Lagrangian multiplier from 
SHAKE)  

ζ



F

Na-RHO Constrained AIMD simulations using CP2K

ζ
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Na-RHO Constrained AIMD simulations using CP2K
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Solvation in carbonate melts
Reactivity, speciation and solvation structure of CO2 in carbonate melts 
Relevant for carbon in deep geological formations 
Relevant to CO2 electroreduction to CO (to be used as fuel) 
when solvated in a molten carbonate electrolyte 
High solubility of CO2 (among other species) attributed to “pyrocarbonate” C2O52– 
‣ No direct experimental evidence 
‣ No thermochemical data

1 FPMD simulations, we confirm the presence of pyrocarbonate,
2 which exists in rapid exchange with separate CO2 and carbonate.
3 The pyrocarbonate ion lives longer in CaCO3 than in the basaltic
4 melt reported in ref. 18, allowing us to study the details of its
5 solvation structure, beyond its geometry. In addition, we find that
6 the transport of CO2 in molten carbonate occurs in a manner
7 similar to the Grotthuss mechanism for proton transport in water,
8 via independent events of formation and dissociation of the
9 pyrocarbonate molecule.

10 Results and discussion
11 Formation of pyrocarbonate anion. Using FPMD simulations, we
12 studied the behaviour of one CO2 molecule in the CaCO3 solvent.
13 From analysis of the simulation trajectory, we observed the
14 spontaneous formation of the pyrocarbonate ion C2O5

2– out of
15 the reaction of CO2 with the carbonate anion CO3

2–, as shown in
16 Fig. 1a. There is a rapid exchange between the species, with
17 multiple instances of formation and dissociation of the
18 pyrocarbonate ion (79 events each in the simulation time span of
19 65 ps). To define the molecular species from the FPMD
20 simulation trajectory, it is necessary to use a distance criterion,
21 usually determined by looking at the minimum of the pair radial
22 distribution functions (RDFs). We used a ‘hysteresis’ criterion
23 with minimal/maximal C–O* distances, where O* is the central
24 pyrocarbonate ion linking the two C atoms, C–O*–C (the other
25 oxygen atoms in pyrocarbonate are simply termed O in the
26 following; see Methods for further details). The minimal/maximal
27 distances considered were 1.7 Å/1.95 Å, because within this span
28 the C–O pair RDF is practically zero for molten carbonates.
29 With the abovementioned criteria we observed the presence of
30 pyrocarbonate in the simulation box during 24.4% of the total simu-
31 lation time. From this we can estimate a free energy of formation of
32 ΔA = RTln((1 – ppyro)/ppyro) = 16.8 ± 1.4 kJ mol–1 (RT = 14.7 kJ mol–1

33 at T = 1,773 K). The minimal/maximal intervals for the continual
34 presence of CO2 or pyrocarbonate are 0.024 ps/4.84 ps and
35 0.016 ps/1.52 ps, respectively. By analysing the histograms of the
36 durations of CO2 or pyrocarbonate intervals (Supplementary
37 Fig. 1), we estimate a CO2 average lifetime of τCO2

= 0.88 ps and a
38 pyrocarbonate average life time of τpyro = 0.28 ps.
39 The snapshots presented in Fig. 2a–c show, respectively, the
40 approach of CO3

2– to CO2, the formed pyrocarbonate, and its dis-
41 sociation to CO3

2– and CO2. As we can see in Fig. 2d, the identity of
42 the C atoms belonging to the CO2 or pyrocarbonate varies along the
43 simulation trajectory. We thus looked at all the pyrocarbonate for-
44 mation/dissociation events and kept track of the C atom part of
45 the CO2 molecule before the formation of pyrocarbonate and after
46 its dissociation. We found that 72.2% of the time the same C is
47 part of CO2 before and after a pyrocarbonate ion time interval.
48 Conversely, this means that 27.8% of the time a different C atom
49 is part of the CO2 after dissociation of the pyrocarbonate.

50To go further, we measured the correlation between events in
51which the C remained the same and between events in which the
52C changed. Given an event where the C remained the same before
53the formation and after the dissociation of pyrocarbonate, we
54measured the frequency of occurrence of n (after the first) consecu-
55tive events of the same kind. Q4We also did the same for events where
56the C had instead changed before the formation and after the dis-
57sociation of pyrocarbonate. The results are shown in Fig. 2e,
58which also plots the theoretical curves γ(1 – γ)n for ‘stay’ events
59and (1 – γ)γn for ‘change’ events, with γ = pstay→change = pstay(0),
60which assume no correlation between successive events. The prob-
61ability of n consecutive ‘stay’ events is a slowly decaying function
62of n. Conversely, the probability of consecutive ‘change’ events
63decays very rapidly, with a small probability of another change in
64C after the first one and a very small probability of having two
65changes after the first one. The cascading of C transfers, through
66a rapid succession of jump events (as in Fig. 1b), therefore
67appears unlikely. Hence, in the carbonate melt, the transport of
68CO2 (free or bound in pyrocarbonate form) occurs via independent
69events of formation/dissociation of the pyrocarbonate molecule.
70This is similar to the Grotthuss mechanism in water, which involves
71the Zundel cation, H3O

+ + H2O⇌H5O2
+, with oxygen playing the

72role of the proton. By a random walk model, we estimate the diffu-
73sion coefficient of CO2 to be DGrotthuss = 8.3 × 10–9 m2 s–1, that is,
742.8 times faster than molecular diffusion of CO2 (see
75Supplementary Information Q5for details). It would be of interest in
76future work to verify, in the presence of an external electric field,
77whether a cascade of C transfer is likely to occur, similar to the cor-
78related H transfers that have been observed in water under intense
79electric fields19.

80Pyrocarbonate geometry. Having observed that the pyrocarbonate
81ion exists in a significant portion of our simulation run, we then
82proceeded to characterize its geometry by measuring distances
83and angles, as shown in Fig. 3. Figure 3a plots the distribution of
84C–C, C–O and C–O* distances. The C–O distribution is quite
85narrow, peaking at ∼1.26 Å, while the C–C and C–O* distance
86distributions are quite wide. The latter has an asymmetric shape,
87which is related to the criterion chosen to define the
88pyrocarbonate molecule (see Methods for more details). Figure 3b
89shows the normalized distributions of the C–O*–C, O–C–O and
90O–C–O* angles for pyrocarbonate. The O–C–O and O–C–O*
91distributions are narrower, while the C–O*–C has a larger
92dispersion. This suggests that the central C–O*–C bridge is
93remarkably flexible. For comparison, we also show the O–C–O
94angle distribution for CO3

2– molecules, which is narrow and
95peaks at ∼120°. In the inset of Fig. 3b, we also show the logarithm
96of the normalized distribution of the O–C–O angle of the CO2
97molecule and compare it with the case of CO2 in the gas phase
98(see Methods). Note that the fluctuations of the O–C–O angle are
99significantly enhanced in the condensed phase with respect to the
100gas phase. In fact, the O–C–O angle can even bend to ∼120°.
101Despite the low polarizability of CO2, we see here that the
102interactions with the surrounding medium, in this case composed
103of doubly charged cations and anions, can influence deeply the
104geometry of CO2. In particular, the bending of the O–C–O can be
105related to its interaction with CO3

2– and formation of the
106pyrocarbonate. Indeed in pyrocarbonate, we observe a O–C–O
107angle distribution peaking at ∼130°.
108Supplementary Table 1 compares the mean values of the dis-
109tances and angles in the pyrocarbonate molecule found in our
110study with those obtained in silicate melts18 and in the gas phase,
111as studied using MP2 calculations by Peeters and co-authors12.
112The extracted values in the CaCO3 solvent are quite similar to
113those that have been found in silicate melts. The geometry of the
114pyrocarbonate ions thus appears to stay approximately constant in
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Solvation in carbonate melts

1 structural analysis, Supplementary Fig. 5 presents a view of the elec-
2 tronic state of themolecules during the formation of the pyrocarbonate,
3 by looking at the centres of the maximally localizedWannier functions.
4 In Fig. 4d, a large excluded volume region is present for Ca atoms
5 around the CO2 molecule. Interestingly, in the region corresponding
6 to the brightest spot for C and O, a dark spot is visible for Ca.
7 However, Ca does seem to play a role in the approach of carbonate
8 to CO2. In fact, the position of Ca found in the gas phase (Fig. 4d)
9 corresponds to the intense region just outside the excluded volume.
10 Small bright spots are also visible at ρ ≃ 0 and at distances (along ζ̂)
11 three to four times the C–O distance (∼1.17 Å), where carbonate
12 ions are already interposed to screen the Ca2+ charge.

13 Pyrocarbonate solvation. In contrast to the case of molecular CO2,
14 the solvation structure of pyrocarbonate is more diffuse. Given the
15 mostly periplanar symmetry indicated by the dihedral angle
16 (Supplementary Fig. 3), we continue to neglect one dimension and
17 produce two-dimensional histograms, analogous to what is shown in
18 Fig. 4 for the CO2 molecule. In this case, the vertical ζ̂ axis coincides
19 with the C–C direction, and ρ is the distance from this axis. The
20 centre of the coordinate system is taken at the mid-point of the C–C
21 vector (see Methods). We also keep track of the C atom that is part
22 of the CO2 molecule before the formation of the pyrocarbonate, and
23 the charts are constructed in such a way that the C formerly
24 belonging to CO2 is always found at the bottom of the plots.
25 Figure 5a presents two-dimensional histograms for the C atoms
26 around the pyrocarbonate. The solvation of pyrocarbonate by C
27 atoms is almost uniform, with a small dent in the central region

28around ζ≃ 0 and ρ≃ 3 corresponding to a modest electrostatic attrac-
29tion by the central O* atom of pyrocarbonate and repulsion by the two
30C atoms. For the rest Q8, we observe three consecutive solvation shells,
31with the first being the most intense. Figure 5b shows the equivalent
32two-dimensional histogram for O atoms. Q9Given that O is attached to
33C in carbonate ion units, the positions of the O atoms follows from
34that of the C, although we see here that the situation for the O
35appears much more diffuse, corresponding to a random orientation
36of the plane of the carbonate molecules in the liquid phase. One
37small bright spot is visible at ζ≃ –4.5 and ρ≃ 0. Because the C formerly
38in CO2 is, by construction, always found in the negative ζ portion, this
39possibly indicates that another CO3

2– was or is in competition for the
40formation of pyrocarbonate. This is compatible with Supplementary
41Fig. 4, where we see that the most intense spots in Fig. 4b Q10correspond
42to one or two carbonate molecules close to CO2.
43Figure 5c shows the two-dimensional histogram for Ca atoms. As
44in the case of C atoms, we observe an almost uniform first solvation
45shell with a central dent, corresponding to attraction by the O* atom
46and repulsion by the C atoms of pyrocarbonate. Furthermore, we
47notice a small bright spot at ρ ≃ 0, ζ ≃ 4.5, probably corresponding
48to the fact that Ca is close to the previous CO3

2– unit, rather than
49to the previous CO2. Finally, Fig. 5d plots the three-dimensional iso-
50probability surfaces for the atoms composing the pyrocarbonate,
51derived from three-dimensional histograms calculated as described
52in the Methods. The plot shows how the position of the O in
53pyrocarbonate is orientationally disordered in the condensed
54phase, probably due to the transients of formation/dissociation.
55When the isoprobability value is increased, distinct spots appear
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Figure 5 | Solvation structure around the pyrocarbonate ion. a–c, Two-dimensional colour charts (see Methods) around the pyrocarbonate molecule for
C atoms (a), O atoms (b) and Ca atoms (c). The C2O5

2–molecule is oriented with its C–C axis along the ζ̂ direction, where ζ =0 is the mid-point of the
C–C vector. ζ is thus the projection of an atom position along the C–C axis, and ρ is its distance from the C–C axis. The former C of the CO2 molecule is
always placed in the negative ζ portion of the plots. d, Three-dimensional colour chart of the pyrocarbonate molecule (see Methods). The ζ̂ direction
coincides with the C–C axis, the υ̂ direction is the perpendicular to ζ̂ passing by O* and ξ̂ = υ̂ × ζ̂. Iso-probability surfaces are plotted corresponding to
P =0.005 for C (grey), P =0.002 for O (transparent red) and P = 0.007 for O (solid red). Distances are measured in ångstroms Q15.
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